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SUMMARY

_ The efficiency of the ratio estimator under size stratification has been worked
out depending upon the size character when it is discrete and has also been
j compared with some of the well-known sampling strategies. On comparing the
efficiencies, it has been established that the stratified ratio sampling strategy
under reference performs satisfactorily. :
Keywords : Ratio Estimator; Size Stratification; Unbiased Regression Estimator.

1. Introduction

When information on.an ancillary character, say x, which is highly
correlated with the character of interest (y) is available, it may be used
for providing more accurate estimate of the population parameter in
question either by selecting the sample by simple random sampling and

: using ratio or regression method of estimation, or by selecting the units
| with probabilities proportional to their X values. Reference in this direc-
. tion may be made to the papers of Hansen and Hurwitz [8], Madow [13],
i Narain [14], Hartley and Rao [11], Rao, Hartley and Cochran [15],
Hanurav [9], [10], Fellegi [6], Hajek [7], Durbin [5], Vijayan [18], Singh
and Srivastava [16] etc. Alternatively, the ancillary information may be
used for stratifying the survey population. Following the pioneering work
of Dalenius [4], reference may be made to the comprehensive works of
Cochran [3] and Singh [17]. Thus, though there exists a fairly good num-
ber of techniques for utilisation of the ancillary information for building
up better estimates of population parameters, none of them is entirely
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satisfactory. Either they are based on unrealistic assumptions or the
- solutions are so complicated that they can be of very little practical use
or they are too approximate. Avadhani [1] suggested an estimator under
size stratification depending on the ancillary information whether discrete
or continuous. In this paper an attempt has been made to examine the
possibility of using the classical ratio estimator under size stratification
suggested by Avadhani [1] and comparing the resulting strategy with some
of the PPS sarpling strategies.

. 2. Notations

Let the population under study consist of N distinct: wnitsi = 1,2, ...,
N. Set y to denote the character of interest and x the ancillary character
which is highly correlated with y. Let ¥; and X be, respectively, y and x
character values of the ith unit where it is assumed throughout in what
follows that X; > 0 and is known for alli = 1,2, ..., N.

In sample survey situations generally the population total

N
Y=.Z Y;

i=1
or, the population mean
Y= YIN

is the parameter of interest to be estimated with the help of a sample of
n observations.

3. Stratified Ratio Sampling Strategy Using Discrete
Ancillary Information

In practice, the x-character may be discrete in the sense that there
exist only k-distinct x-values, say X7, Xz . . . Xz, each occurring Ny, N, . . .
Ny times where Ny + Na+ ...+ N = N.

Let y and x be such that the corresponding values of the units satisfy
the following structure : - -

Yu=BXi+€u, j=1,2,...,N‘- T
“andi=1,2,...,k

Ny
with z €y = 0, -
j=1 ' - r X))

| .
and  Sh=Wi= 17 2 el = 1X1
. Z

-

where g > 0 and Y > 0. : J
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Without loss of generality, we assume that k < n as otherwise it can be
ensured by suitably pooling neighbouring x’s. However, in this case, pro-
perties of the estimator such as unbiasedness, variance will be affected.
Thus, the suggested scheme is applicable only to the situations wherein
k<n

3.1 Sampling Procedure ‘Ay’
The sampling procedure proposed by Avadhani [1] when model (3 1)

holds is as follows :

: k
A; (I) Treat the k groups with Ny, N, . . . , N& units where ¥ Ni =N,

i=1
as strata.
A, (ID Select independent samples of sizes n;, m, ..., m where
k

21 n; =n, from these k strata by simple random sampling without
i=

replacement,

Suppose a sample of size # units is drawn from the population by this
sampling procedure (4,). Let y; denote the sample mean of the n; observa-
tions from the ith stratum, i = 1,2, ..., k. Set W; = Ni/N and Jsr =

k

3 Wip; which is the classical unbiased stratified sample estimator of the
i=1
population mean, Y. The ancillary information may be utilised for
improving this estimator by the ratio/regression method of estimation. If
Jcr and ysr denote, respectively, the combined ratio and the separate

ratio estimators, we have the following :

TueoreM 1. Under the sampling procedure ‘47,

()  yor = Psr = Psr
i Ty 2 y k .
i) V (Jer) = — wxer ) — 2% wxe, 3,2
(i) V (en) "(,-; ) n; 62
C B _
when ni = nNiX¢'s ( z N,-.Xs"z)
i=1 .l
and

(iii) V(er) = Y(% — %) wixy, A | (3.3)

1

DANZES

when m=nW,.
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Proof .

(i) By virtue of (3.1), B = R and therefore, the estlmators yCR and psp
are equally efficient as the correspondmg regression estimators,
Alsosince Xi= X5, i =1,2,...,k, 1t could be easily estabhshed

that
Jor = Jsr = Psr ' ' (3.4)
(ii) and (iii). It is seen from (3.4) that
B
S Y of L 1 e
'V(yCR)_.z'l s (”i ' N.)Sw
i=
By virtue of (3.1), V(J-)cR) becomes
1 q
V(¥cr) = Y z ( oy -E) X1 (3.5)

Now (3.2) or (3.3) follows from (3.5) according as

-1
= n Nng“’( ) NX"/’ )

i=

or mi = n Wi

The sampling procedure ‘4,’ together with ycr will hereafter be denot-
ed by S(A4tx) and will be known as stratified ratio sampling strategy.

4. »C'omparison of Efficiencies

In this section the sampling strategy S(4&z) has been compared with
Midzuno-Sen (1952) Ratio Sampling Strategy; pps sampling strategies of

Hartley and Rao [11] and Rao, Hartley and Cochran [15] and samplmg\, '

strategy of Singh and Srivastava [16].

It has been assumed throughout in what follows that the x and y
character values of the population units satisfy the model (3.1).

If a strategy St is more efficient than Sr-, in the ‘sense that V(I") <
V(T"), we write for brevity S > St~ and if they are equally efﬁcwnt ie.
V(T') = V(T"), we designate it by Sy~ Sr-.

4.1 Midzuno-Sen Ratio Sampling Strategy .

Since the probability of selecting a sample of » distinct units from a
population of size N under the Midzuno-Sen procedure is
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- P =ZX[@) X,
where X denotes the mean of the x characterxstlc deﬁned on the sample .

units &y, iz, . . . , in and X N‘l 2 Xv, , it 1s well known that the ratio

S i ] i=1 .

-estimator
JrR=17 X/x

provides an unblased estlmate of the populatlon mean Y.
‘Avadhani and Srivastava [2] have shown that in large samples, the
variance of yr is given by !

Vo) = §(Y,—R'Xi>= o~ i, L @

where R = Y/X and which is exactly the same as that of ratio estimator
under simple random sampling without replacement.
Midzuno-Sen sampling procedure together with the ratio estimator jyz,
will hereafter be referred to as S (45) strategy.
Now we have the following theorem :

\ : . k 1 - '
THEOREM 2. lfn,- = n N; X4/2 ( I N xue ) » then § (dlg) > S (),

for all g.>:0 except g =0_for whzch S (der) ~ S 8, Provzded of
course, n is sufficiently large 5o thal % — X.

Proof By virtue of (3. 1), 1t is apparent that
V(r) =y (N — n) 2 WXf’lnN ‘ ‘ (4 2) .

provided N; and N are suﬁimently large so that (N; — 1)/(N — 1) = W.
From 3. 2) and (4. 2) it-is seen that o

V @r) — V (Jcr) = ¥ 2 m {Xﬂ/z 2 MXW’} ] / 4.3)
>0 for g>0
=0 forg=20
4.2 Hartley and Rao Samplmg Strategy
' Under the Hartley and Rao [11] samphng procedure, the Horv1tz-
Thompson [12] estimator

. YuT = .211’} X/nN X; g . L L (4.9)
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of population mean and its variance
N : : -
V (par) = _ZIXi {X — (n— 1) X}{(W/NX}) — Y}*In - @3
i= ) :

will be designated as NED) sampling strategy.The comparison of S(A}:R)
and S(EE;) gives the following.

THEOREM 3. In all finite populations wherein the model (3.1) holds,
1

S @& > S(pps) forallg 2 0, if ni = n Ny Xf’”( 2 Ny X972 )

Proof. By virtue of (3.1) and (4.5), we have

Vou) ={r X z Wi H/} {y > W,X?/N}
+ ¥ ,z i X4/nN, : (4.6)
I=

provided N; and N are sufficiently .large,so that (Wi — 1)/(N — 1) == W..
Equations (3.2) and (4.6) yield into
V (par) —V (5’CR)

() (£ wx) =( )]

v k .
+ L s wixy 4.7

nN ;—1

By Cauchy-Schwarz’s inequality, we have
(5row) ($mx)> (S me)
i=1 i=1 i=1

Thus,
V (ur) — V. () > 0 forallg > 0

4.3 Rao, Hartley and Cochran Sampling Strategy

If¥;,j=1,2,...,n denote the y-character values of the » units
selected by the Rao, Hartley and Cochran [15] procedure, the estlmator
of population mean is given by

YrEC = z Y; p; X/N X, -(4.8)
j=1 .
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—

where pj denotes the sum of the probabilities of the units falling in jth

group.
The variance of Prac is shown by these authors to be minimum when
N, = N; = ...= Ny and is given by o

V (Jrrc) = X {(N — m)/(N—1)n} .JS_V X (WINX) — TR (49)

The estimator Jzac under the selection procedure of Rao et al. along
with ¥ (Prec) will be termed as-the RHC sampling strategy and will be
. denoted by S (RES).

Now we have the following:

. ~ . k -1
TNrOREM 4. If ni = n N; X2 (.21 Ni X;-m ) , then
) ; . i=

S‘ &) > S(8E5), for all g 2> 0.
Proof. Since Avadhani and Srivastava [2] have shown that
» S(%s)>S-(§f§) for0gg<1 V
and in Theorem 2 we have shown that -
Sn)>SE) forg>0,
it follows that
S > S EE) foro<g<l

Now using (3.1) and simplifying (4.9), we see
_ k N .
V rec) = ¥ X (N — 1) _21 W; X?Xn N, 4.10)
1=

provided Ni and N are sufficiently large such that (Vi — 1)/(N = 1) = W,
From (3.2) and (4.10), we get :

V(rrc) — ¥V (Jcr) = ¥ Cov &, X7 Y)/n |
CE ) (& on) - (£ o

Now since the second term of R.H.S. is a p‘osi’ﬁve quantity as

!

k k . k P
- ( = W Xg-l) ( 5 W(Xt) > ( z W X;m)
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by Cauchy = Schwarz’s inequality and the first term is -positive for. all
. g > 1, hence ' '

V (rec) — V (re) > 0 forallg 2> 1 '
Thus, S(Z2) > S (bos for all g 3> 0.
4.4 Singh and Srivastava Sampling Strategy

* Singh and Srivastava [16] have suggested a sampling scheme for which
the usual regression estimator is unbiased. They have also considered
another sampling scheme with an unbiased regression type estimator.
Since they have found first scheme to be more satisfactory than the other
with respect to the efficiency, we will consider the first scheme for com-

paring the efficiency of the scheme given in Section 3.
' Under the sampling scheme I of Singh and Srivastava [16] the probabi-

lity of selecting a sample s is
po=sH(D) SB L

n N ~ —
where 52 = (n — 1) Zl (xr — X8, SZ2=(N—D71 _21 (s — X0
r= i=1 -

- n _ N
F=nl3%x, X=N212 x

r=1 i=1

Under this sampling scheme, all samples should have non-zero s,
Further, these authors have shown that for a large population, the

. — n
variance of the estimator ys = § + b (X — X), where § = n? -2;‘1 yr and
r=
1

) " .
b=@m—1D?* 21 Ve(%, — X)[sZ, is given by
. r=

. ) . 2 ~ p? -7
V(ps) = (@ + 18 (1 — ) poa + 77 28 (———H;‘ by . fnbe l-fézf)
) ] 20 P2o

Here, o is the pgth central moment of random variables x and y.
Singh and. Srivastava sampling scheme together with the regression esti-
mator s will hereafter be referred toas S’(;ESG) sampling strategy. . :

. . . e kL R
THEOREM 5. For large populations, with m = n Ng %§/* ( ;Zl?l_\{g x%lg)
- N l= ‘ B
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S (cx) <5 (xmo forg=10
and
v '» S (k) > S(ep;)” forg>0

lﬁ'Az > ym1pe

2
Here, Az = }3 Wi {xqill ( T W xn[a)}
_ —t

l._

Proof Simplifying 4.12), usmg 3.1 and neglectlng terms of order #72,
it is seen that

etk B’ RN
V(ps) = W izl 8 X%—7 : - 4.13)
Further for large N;
A ' Y k o o
V (yer) = ~- ( z W«'_x%")’ - (4.14)
i= : : W
A comparison of (4.13) and (4.14) yields -

y k [k \E p2
V3s)— V(Gor) =L E W, (xyﬂ— ( z W;x‘%l:)}___,
n =1 i=1 ~om
(4.15)
From (4.15), it is obvious that
V(9s) <V (cn), forg=10
and _ '
V(S <) V(9cr) forg >0,
iff

k ’ k 2
v 5 m{le'— ( E Wi )} > g
i=1 i=

This proves the theorem.

. + It is worth mentioning at this stage that the results obtained on the
comparisons of various sampling strategies are model-based and “hold
when the population satisfies the finite population model.. Further these
results will be identical to those obtained under its equivalent super-
population model. '
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